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Abstract—Manufacturers of high-end professional products
are committed to delivering outstanding customer-quality expe-
riences. They maintain databases of customer complaints and
repair service jobs data to monitor product quality. Analyzing the
text data from service jobs can help identify common problems,
recurring issues, and patterns that impact customer satisfaction,
and aid manufacturers in taking corrective actions to improve
product design, manufacturing processes, and customer support
services. However, distinguishing legitimate quality issues from
a brief, domain-specific text in service jobs remains a challenge.
This study aims to automate the classification of technical service
repair job data into legitimate quality issues or non-issues to as-
sist individuals in the quality field department in a large company.
To achieve this goal, we developed a comprehensive pipeline based
on natural language processing and machine learning techniques
including raw text preprocessing, dealing with imbalance class
distribution, feature extraction, and classification. In this study,
We evaluate several feature extraction and machine learning
classification methods and perform the Friedman test followed
by Nemenyi post-hoc analysis to find the best-performing model.
Our results show that the passive-aggressive classifier achieved
the highest average accuracy of 94% and 89% average macro
F1-score when trained on TF-IDF vectors.

I. INTRODUCTION
With the rapid growth of unstructured data in electronic

text formats, natural language processing (NLP) — a subfield
of linguistics, computer science, and AI, has emerged as a
vital field of research. NLP enables machines to understand
and interpret human language. Companies are beginning to
recognize the economic value of their text data repositories,
including social media platforms and internal document col-
lections, for informed decision-making [1].

The text classification task is one of the most essential
tasks in NLP. It involves the automatic categorization of
text documents into predefined classes based on their content
using machine learning (ML) methods. The process generally
includes several steps, including preprocessing (which involves
tokenization, stopwords and noise removal, and lemmatiza-
tion [2]), feature extraction (which involves converting natural
language into numerical vectors for mathematical computa-
tion), and finally, modeling the data using an appropriate ma-
chine learning algorithm for classification. These techniques
have a wide range of applications in various industries, such
as healthcare, the Internet of Things (IoT), security, spam
filtering, digital marketing, and sentiment analysis [3, 4].

This research aims to address the challenge faced by a
multinational professional appliance manufacturing company,

1Electrolux Professional AB, Sweden
2Department of Computer Science and Media Technology, Linnaeus Uni-

versity, Växjö, Sweden
3Department of Mathematics, Linnaeus University, Växjö, Sweden

in the manual categorization of service repair data of machines
to filter the legitimate quality issues in service jobs. Technical
service agents are responsible for resolving customers’ issues
and providing a text description of the resolution. The quality
field department then manually assesses and classifies the
service jobs to determine if it is a genuine quality issue and re-
quires attention at the production and design levels. However,
with a growing volume of data in multiple languages, manual
classification has become increasingly complex. Therefore, an
automatic solution for the classification process is necessary
to save time and resources while ensuring consistency and
accuracy.

Wang et al. [5] proposed a medical triage system that uses
NLP and ML methods to classify questions of patients and
text related to their symptoms and to provide suggestions on
which consulting room to choose. The system can potentially
alleviate the burden on the hospital triage system by helping
with disease diagnosis. Additionally, ML-based applications
have been found to perform equally or better than individual
clinicians, resulting in reduced time and resource requirements
for the task [6].

Text classification techniques have also been used to detect
spam emails due to the increase in the volume of emails. Spam
filters can be implemented at various levels, such as client-
level and email servers. Researchers have proposed a signif-
icant body of work to automatically and efficiently classify
emails as spam or non-spam using NLP and ML methods.
Such applications have proven to be effective in reducing the
negative impact of spam emails, including wasted time and
resources, financial losses, and phishing attacks [7, 8].

NLP and automatic text classification have numerous ap-
plications in the financial industry, including fraud detection,
stock market predictions, investment recommendation, finan-
cial risk management, etc. [9]. Nair et al. [10] proposed
a method that uses sentiment analysis of news headlines
extracted from the Cryptopanic API to predict the price of
Bitcoin. This system has the potential to help novice and
professional traders make more profitable investment decisions
and reduce the risks associated with cryptocurrency trade.

The successful application of text classification in various
industries motivates us to propose an ML-based solution to
automatically classify the industrial domain-specific text data
effectively. The goal is to automate the classification process
of technical service repair jobs data as either legitimate quality
issues or not. This research work is focused on answering the
following research questions:

1) Propose and implement a comprehensive preprocessing
protocol that can effectively address the challenges asso-



ciated with the dataset, particularly the presence of very
brief, multilingual, and domain-specific text data with
an imbalanced class distribution.

2) Determine the best-performing feature extraction
method for the classification task and investigate its
impact on the performance of the classifiers.

3) Evaluate the effectiveness of different machine learning
classifiers in classifying service jobs as either genuine
quality issues to be approved or non-quality issues to be
rejected.

The organization of the paper is as follows. Section II pro-
vides an overview of related work, while SectionIII presents a
detailed description of the problem. Section IV describes the
methodology used to achieve the research objectives, including
the description of the data set, text preprocessing techniques,
feature extraction approaches, classification algorithms, and
performance metrics used to evaluate the classification model.
Sections V and VI present the results obtained and their
discussion, respectively. Finally, Section VII concludes the
work.

II. RELATED WORK

Numerous research studies have been conducted in NLP
and ML, aiming to understand human language and address
various real-world challenges. Among these efforts, text clas-
sification has been one of the primary focuses [11].

For data augmentation in text classification tasks, Wei et
al. [12] proposed easy data augmentation (EDA) techniques,
including synonym replacement, random insertion, random
swap, and random deletion while preserving the original class
labels. Their results showed improved classification accuracy
on several benchmark datasets and reduced overfitting, espe-
cially when trained on smaller datasets. Fromme et al. [13] in-
troduced ContextGen to address the challenge of low-resource
domain-specific text classification tasks. They adapt the GPT-2
text generation model to generate domain-specific text samples
and then assign labels to these generated samples using BERT
to augment training input.

The study by Parmar et al. [14] compares the performance
of five classifiers, including Support Vector Machines (SVM),
multinomial Naive Bayes, Decision tree, Random forest, and
k-nearest neighbors (k-NN), to categorize defects and issues
reported in customer complaint messages in an industrial
setting. They used the TF-IDF vectorizer for feature extraction
and found that SVM achieved the highest accuracy of 63.02%
among all classifiers.

Ohata et al. [15] proposed a modular pipeline for a technical
support system to automatically categorize incoming customer
issues and recommend appropriate solutions based on textual
descriptions of the issues. One of the challenges associated
with this study is the predominance of short messages and the
presence of domain-specific technical terms in the dataset. The
authors evaluated and compared various text representation
techniques and ML classification methods and found that the
Random Forest classifier achieved the highest accuracy of
72.7% and a weighted F1-score of 69.2%.

Hoffimann et al. [16] proposed an automatic classification
approach to categorize the daily reports of drilling engineers
into three classes aiming to reduce accidents, improve drilling
companies’ efficiency, and make informed decisions. The chal-
lenges present in the text corpus include technical symbols,
abbreviations of technical terms, misspellings, and truncated
sentences. They used skip-gram a variant of Word2Vec em-
beddings for feature extraction and three neural networks and
found that LSTM performs best for the task with an average
accuracy of 82.7%.

III. PROBLEM STATEMENT

At Electrolux Professional, the customer support centers
collect information on customer complaints about machines
installed in 17 countries in text form. The customer support
center assigns the task of addressing these complaints to a
technical service agent, who visits the site, resolves the issue,
and records the service job in the database. The service agent
provides a text description of the resolution, including details
of any faulty components and defects in the machine, selected
from a pre-defined set of codes. In the subsequent phase, the
individuals in the quality field department manually evaluate
the job to determine whether it constitutes a genuine quality
issue that requires attention at the production and design levels.
This evaluation involves categorizing the service jobs into two
groups: approved as a quality issue or rejected as not a quality
issue. The rejected calls are further categorized into different
categories that include maintenance that should be done by the
customer, installation fault, customer misuse of the product,
and consumables that customers should replace.

As the company expands its business to various locations,
it acquires more data related to service jobs. During the past
five years, the quality field department has manually classified
service jobs in various languages during the machine warranty
period. In our preliminary analysis of historical data, we
discovered that a significant number of rejected and approved
service jobs share similar characteristics. Automating the
classification of technical service job text can help save time
and resources while also ensuring consistency and accuracy in
the classification process. Additionally, an automated approach
can quickly identify quality issues and prioritize them based on
their severity and impact on customer satisfaction. Therefore,
in this study, we propose an ML-based solution to automate
the classification process for the quality field department.

One of the challenges associated with the dataset is the
installation of machines in multiple countries and the use of
local service agents to resolve the issues, resulting in various
reporting styles and languages. The data set mainly comprises
text generated by human operators and technicians, which
contains instances of misspellings, abbreviations, and incon-
sistencies in the representation of faulty component codes for
similar tasks. We have implemented a detailed preprocessing
protocol to address these challenges, which is outlined in the
following section.



IV. METHODOLOGY

In the following sections, we will elaborate on the schematic
workflow of the proposed methodology, as shown in 1,
which outlines the classification process for service jobs.
This methodology is composed of several phases, including
preprocessing, addressing the issue of imbalanced class dis-
tribution, feature extraction, and classification. Finally, the
performance metrics are evaluated and the analysis of the
results is presented.

A. Dataset

The dataset used in this study is derived from the Elec-
trolux Professionals service records database related to the
laundry machines within the warranty period of machines. The
service jobs have been manually reviewed and approved or
rejected by the field quality team for the last five years. The
dataset included customer complaints, technical comments in
17 languages, and other relevant metadata for each service job.
Around 84% of these jobs are approved as quality calls when
manually annotated, while nearly 16% of jobs are rejected,
indicating a considerable imbalance between the two classes.

B. Preprocessing

The preprocessing phase is a fundamental step in Natural
Language Processing (NLP) and machine learning classifica-
tion, as it helps to comprehend the desired outcome. This
study deals with unstructured, brief multilingual text data that
lacks sufficient information for the classification task. The
dataset includes categorical features like faulty component
codes, defect codes, and the cost of replaced components,
along with textual features technician reports, and customer
complaints. Our analysis revealed that adding further cate-
gorical features and associated metadata could significantly
enhance the predictive strength of the model. Therefore, we
mapped faulty component codes to their corresponding names,
main groups, and subgroups, considering the possibility of
a single name referring to either an electrical or mechanical
component. We then combined these informative categorical
features with our textual features, such as customer complaints
and technical comments, to create a single document for
each service job. This approach aimed to improve the overall
predictive strength of the model by utilizing both categorical
and textual information comprehensively.

This data presents multiple challenges, including multilin-
gual text, missing or incomplete sentences, incorrect spellings,
and varying terminology and abbreviations used by different
technicians in the reports. In addition, the encoding of special
characters from non-English languages in older reports is
flawed and has been replaced with symbols such as #, {,
$, etc. To address these limitations, we conducted a manual
search to identify and correct common misspellings and aimed
to establish a uniform language representation of text in all
languages. To achieve this, we created a dictionary that maps
domain-specific technical terms and abbreviations from all
languages to English and used the Google Translation API
to translate the text data into English.

In summary, the preprocessing techniques involve common
misspellings corrections, translation, conversion to lowercase,
tokenization, lemmatization, and removal of stopwords, punc-
tuation, and extra white spaces. Afterward, we split the data
into two sets with a ratio of 80% for training and 20% for
testing the model.

C. Dealing with Imbalanced Class Distributions

The dataset represents an imbalanced class distribution,
with the class “approved” being overrepresented. Such an
imbalance in the classes can hinder the generalization of
classification models, as they might be biased toward the
overrepresented class. Following the strategy of Wei et al. [12],
we used random synonym replacement to augment the mi-
nority class. This technique involves randomly selecting n
nouns and verbs from a given document and replacing them
with their corresponding synonyms using a certain probability.
Specifically, we randomly selected a subset of 60% training
inputs from the minority class in the training dataset and
applied the synonym replacement from WordNet [17] with
a probability of 0.5 on all documents and then added these
instances in the training set.

D. Feature Extraction

When dealing with NLP applications, finding an appropriate
numerical representation of text data is essential to make it
mathematically computable for a machine learning algorithm.
There has been extensive research on various feature extraction
methods for numerical representation of text [18, 19, 20, 21,
22]. Different feature extraction techniques highlight different
features of the data and produce varying outcomes. Therefore,
selecting a suitable representation of the text data significantly
affects the text classification experiments. In this study, we
have used four different feature extraction techniques to nu-
merically vectorize the tokens of service jobs as follows:

1) Term frequency-inverse document frequency (TF-
IDF) [23] is a conventional term-weighing technique
to extract features from text data. TF-IDF captures the
importance of a term in a document by assigning a high
weight to terms that appear frequently in the document,
but not so often in other documents.

2) Word2Vec [20] is a neural network-based predictive
word embedding technique that can be further divided
into two variants; the continuous bag of words (CBOW)
and skip-gram. We utilized the skip-gram method that
learns word vectors by training the network to predict
the context of a word within a fixed window, given
the word. In our experiments, we trained the Word2Vec
model on our training data for 20 epochs, setting the
context window equal to 5. Each word in the corpus was
embedded into a 300-dimensional vector, and service
jobs were represented as the average of their respective
word vectors.

3) Doc2Vec [21] is a predictive document embedding
technique that extends the concept of Word2Vec to
generate embeddings for documents. The embeddings
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Fig. 1: The schematic workflow of the proposed methodology. First, the manually tagged historical data is preprocessed
using various NLP techniques. Next, a data augmentation technique is applied to the minority class of the training data. Then
feature extraction models are trained on training data and features are fed into one of the six classification models and then

tested on the test data. Finally, a result analysis is presented to evaluate the performance of the model.

can be learned using either paragraph vector distributed
memory (PV-DM) or paragraph vector distributed bag of
words (PV-DBOW) model. In our work, we used DBOW
to learn the document vectors from our training data and
embed each service job into a 300-dimensional vector.
The model was trained for 20 epochs with a context
window of size 5.

4) GloVe (Global vectors for word representation) [22] is
a count-based word embedding technique that leverages
global word-to-word occurrence counts and statistical
information to learn word vectors. Our study used a pre-
trained GloVe word embedding with 300 dimensions.
Similar to the Word2Vec approach, we obtained a vector
representation of service jobs by taking the average of
the word vectors for each word in a document, resulting
in vectors with a dimension of 300.

E. Classification

Given the labeled service jobs data, we utilized supervised
machine learning techniques for classification. This involved
training a model on the labeled dataset and using it to make
predictions on new data. In this study, we evaluated the per-
formance of traditional and state-of-the-art machine learning
models that are widely used in text classification, drawing
inspiration from prior research that has demonstrated their ef-
fectiveness in various applications, such as sentiment analysis,
spam filtering, and document categorization [24, 25, 26]. The
classification models evaluated in this research are as follows:

1) Naive Bayes (NB) [27], a simple probabilistic algorithm
that is computationally efficient and works well with
high-dimensional data. However, NB assumes that pre-
dictor features are independent and uncorrelated, which
may not hold in several real-world scenarios.

2) k-Nearest Neighbor (k-NN) [28], a non-parametric al-
gorithm that classifies new instances based on their
similarity to the k nearest neighbors in the training set.

The algorithm makes no assumptions about the data dis-
tribution and can handle non-linear boundaries. however,
it may be computationally inefficient and sensitive to the
choice of hyperparameter k.

3) Logistic Regression (LR) [29], a statistical algorithm
that utilizes the logistic function to predict the proba-
bility of each observation belonging to a certain class.
LR is easier to implement and interpret and can handle
large datasets. However, it assumes that data features are
independent of each other and follow a linear relation-
ship with the response variable.

4) Support Vector Machines (SVM) [30] is a non-
parametric algorithm that finds a hyperplane that best
separates the classes. This hyperplane is called the
decision boundary. SVM can learn linear and non-
linear boundaries between classes and is effective in
high-dimensional data. However, it requires a careful
selection of hyperparameters and takes a long training
time on large datasets. Moreover, it is sensitive to the
choice of the kernel function.

5) Random Forest (RF) [31] is an ensemble learning
algorithm that combines multiple decision trees and
its output is the mean prediction of individual trees.
The RF algorithm can handle both linear and complex
relationships and explicitly performs feature selection.
However, RF cannot be easily interpreted and can be
computationally expensive for large datasets.

6) Multi-Layer Perceptron (MLP) [32] is a feedforward
neural network architecture that uses multiple layers of
neurons (at least three layers including an input layer, a
hidden layer of neurons, and an output layer). MLP can
capture complex, non-linear patterns and relationships
between data and works well on large datasets. However,
MLPs are fully connected neural networks, resulting in
too many hyperparameters that require careful tuning. In
our experiments, we used one or two hidden layers.



7) Passive-Aggressive (PA) [33] is an online learning lin-
ear algorithm that learns incrementally and updates its
weights based on a passive-aggressive strategy. The al-
gorithm makes predictions based on the current weights
when it receives a new input. If the prediction is correct,
then the model acts passively, and the weights remain
unchanged. If the prediction is incorrect, the algorithm
acts aggressively and updates the weights to minimize
the loss by adding a regularization parameter (C) that
penalizes the weight vector. PA is known for its ability to
adapt quickly to dynamic changes in the data. However,
it cannot capture complex, nonlinear decision boundaries
between classes and is sensitive to the choice of the
regularization parameter.

The classification process is divided into two phases training
and testing. In the training phase, 80% of the data is used to
train the classification model. For this purpose, we created
a pipeline that involves augmenting the minority class data
to make it comparable with the majority class as mentioned
in IV-C, followed by feature extraction and then classifica-
tion using the classification algorithm to classify the service
jobs. We optimized the model’s performance by tuning the
hyperparameter using an exhaustive search with 5-fold cross-
validation (CV) over the hyperparameter configurations listed
in Table I. This search was conducted for all combinations
of feature extraction techniques and classification algorithms.
The resulting optimal hyperparameters were then used to train
the models. In the testing phase, the remaining 20% labeled
data is vectorized using the feature extraction approach of the
pipeline and then fed into the model for classification, and
performance metrics are computed.

To evaluate the classification models, we used a 10-fold
stratified CV method that divides the data into ten subsets
of roughly equal size, with each subset imitating the class
distribution in the entire dataset. We then trained and tested
the model 10 times, using each subset once as the testing
subset and the remaining subsets as the training subsets.

F. Evaluation Metrics & Statistical Analysis

When dealing with imbalanced class distribution in data, the
accuracy score for evaluating the performance of models can
be misleading. Therefore, it is necessary to select a metric

that offers a more comprehensive assessment of the model
and is insensitive to changes in data distribution. In this study,
we have evaluated the predictive performance of classification
models using the macro F1-score and the area under the
Receiver Operating Characteristic (ROC) curve (AUC-ROC)
scores.

The F1-score is the harmonic mean of precision and recall,
where precision is the proportion of positive predictions made
by the model and recall is the proportion of true positive cases
correctly classified by the model. The macro F1-score is then
determined by calculating the arithmetic mean of the F1-scores
for all classes.

The ROC curve is a graphical representation of a classifica-
tion model’s performance obtained by plotting the true positive
rate (TPR) on the y-axis against the false positive rate (FPR)
on the x-axis. TPR is the same as recall, while FPR is the
proportion of actual negative cases incorrectly classifies as
positive by the model. The AUC-ROC score ranges from 0
to 1, where higher values indicate better performance.

To verify if there is a significant difference in the model’s
performance, we conducted Friedman test [34] at a signifi-
cance level of 0.05 on the ranks of metric scores obtained
from 10 CV runs of all classifiers. If the resulting p-value of
the test statistic is less than 0.05, we reject the null hypothesis
that all classifiers perform equally in favor of the alternative
hypothesis that at least one classifier performs differently from
the others. To identify which classifiers differ significantly, we
performed the Nemenyi post-hoc test at a significance level of
0.05 and computed the critical difference (CD) based on the
average ranks of all CV scores. If the mean ranks differ by
at least CD, the two classifiers are considered significantly
different.

G. Experimental Setup

In this study, we conducted 28 experiments exploring all
possible combinations of feature extraction techniques and
classification models described in the previous sections. The
implementation was carried out in Python 3.10.6, with the aid
of general machine learning and NLP tools such as scikit-
learn [35], Gensim [36], spaCy [37], and NLTK [38].

TABLE I: Hyperparameters optimization setup for all classifiers

Classifier General Setup Hyperparameters Grid setup

NB multinomial – –
k-NN – no. of neighbors [3, 5, 7, 9, 11, 13, 15]

LR penalty: l2 C logspace(−3, 3, 10)

SVM Kernel: rbf C [0.1, 1, 5, 10, 100]
γ [0.001, 0.01, 0.1, 1]

MLP activation: relu
solver: adam

hidden layers [(10, ), (50, ), (100, ), (10, 10), (50, 50), (100, 100)]

RF criterion: gini no. of trees [10, 50, 100, 200, 500]
maximum depth [None, 10, 50, 100]

PA loss: hinge C [0.001, 0.01, 0.1, 1, 10, 100, 1000]



V. RESULTS
In this section, we present the results obtained from our

experiments as described in IV. Table II reports the average
scores and 95% confidence intervals (CIs) computed over 10
runs for each combination of the feature extraction method and
classifier. The width of the CI reflects the level of uncertainty
of the estimate, and a narrower CI indicates a more precise
estimate. To obtain a reliable performance evaluation, it is
desirable to have small CIs.

Based on the results, it is evident that the TF-IDF feature
extraction approach yields the highest accuracy, macro F1, and
AUC-ROC scores among all evaluated classifiers. Addition-
ally, when combined with TF-IDF, LR, SVM, RF, MLP, and
PA classifiers outperform NB and k-NN classifiers.

TABLE II: Accuracy, macro F1, and AUC-ROC scores for
all combinations of feature extraction method and classifier

Feature Classifier Accuracy F1-Score AUC-ROC
Extraction (%) (%) (%)

Doc2Vec

NB 88± 0.4 78± 0.6 77± 0.7
k-NN 91± 0.9 83± 1.6 83± 1.7

LR 90± 0.5 82± 1.4 87± 4.3
SVM 92± 0.5 85± 0.9 86± 3.7
RF 92± 0.5 85± 0.9 86± 3.2

MLP 90± 1.3 83± 1.8 82± 3.0
PA 90± 0.7 83± 1.5 83± 1.4

GloVe

NB 87± 0.4 70± 1.0 81± 1.5
k-NN 90± 1.1 83± 1.9 82± 1.9

LR 90± 1.1 83± 1.8 82± 2.1
SVM 93± 0.8 85± 1.8 89± 1.5
RF 92± 0.7 82± 1.3 90± 1.2

MLP 92± 0.4 85± 0.9 86± 0.9
PA 90± 0.6 83± 0.9 82± 1.1

Word2Vec

NB 88± 0.9 78± 1.9 78± 1.5
k-NN 92± 0.2 86± 0.6 86± 0.2

LR 92± 0.4 85± 1.0 85± 0.6
SVM 93± 0.9 87± 1.8 90± 1.4
RF 93± 0.6 86± 1.3 92± 1.8

MLP 93± 1.0 86± 0.7 89± 2.1
PA 92± 0.7 86± 1.3 85± 1.1

TF-IDF

NB 90± 0.8 83± 1.3 81± 1.5
k-NN 91± 0.8 85± 1.4 85± 1.4

LR 94± 0.9 88± 1.6 90± 1.8
SVM 94± 0.7 88± 1.4 91± 1.2
RF 93± 0.8 87± 1.5 90± 1.6

MLP 94± 0.5 88± 0.8 90± 1.1
PA 94± 0.6 89± 1.0 91± 1.3

A. Statistical Analysis

The experimental results presented in Table II demonstrate
that a direct comparison of classifiers using the best feature
extraction technique, TF-IDF, can be misleading, as there is
minimal difference in accuracy, macro F1-scores, and AUC-
ROC scores of the models. Therefore, we applied the Friedman
test on the ranks of 10 CV runs of all classifiers when
combined with TF-IDF. The results of the Friedman test are
shown in Table III. All p-values are less than the significance
level of 0.05, leading us to reject the null hypothesis and
conclude that at least one classifier performs differently from
the others.

TABLE III: Results of the Friedman Test on CV scores of
all classifiers in combination with TF-IDF vectorization

Score Friedman’s statistics p-value

Accuracy 34.66 10−6

Macro F1 31.02 10−5

AUC-ROC 36.43 10−6

According to the Nemenyi post-hoc test, the CD is 3.404.
The pairwise comparison of the average ranks of all classifiers,
using TF-IDF vectorization, is presented in Figure 2. Groups
of classifiers that are not significantly different (at the signifi-
cance level of 0.05) are connected with a horizontal line, and
the length of the line between the two classifiers indicates the
difference between them. Furthermore, the lower the rank, the
better the classification model in terms of the corresponding
performance measure.

Fig. 2: Nemenyi test results on pairwise comparison on mean
ranks of accuracy, F1 and AUC-ROC scores of all classifiers

VI. DISCUSSION

In this section, we will provide a conclusive analysis of
the methodologies and results used to achieve the goals of
this research. Finally, We will discuss the limitations of the
methodology and datasets used.

A. Comparison of Feature Extraction Methods

The results in Table II show that, regardless of the paired
classification model, Doc2Vec embeddings exhibited weaker
predictive strength in terms of accuracy, F1-score, and AUC-
ROC score than the other feature extraction techniques. The
only exception was the NB classifier, which performed better



when trained on Doc2Vec features than GloVe. SVM and RF
classifiers achieved the highest accuracy and F1-scores when
trained on Doc2Vec embeddings, while LR classifiers achieved
the highest AUC-ROC score. One possible reason for this
could be that Word2Vec and Doc2Vec are unsupervised feature
extraction techniques that require a large corpus of text to learn
a meaningful representation of the text, which is not available
in our small, domain-specific corpus.

Furthermore, the GloVe feature extraction method per-
formed slightly better than Doc2Vec, achieving the best ac-
curacy score of 93% using the SVM classifier. The highest
F1-score of 85% was achieved by SVM and MLP, closely
followed by the k -NN, LR, and PA classifiers. However,
Word2Vec performed better than GloVe and Doc2Vec, achiev-
ing the highest accuracy score of 93% using SVM, RF, and
MLP classifiers, followed closely by k-NN, LR, and PA
classifiers with an accuracy score of 92%.

The TF-IDF feature extraction approach achieves the high-
est accuracy, F1-score, and AUC-ROC score across all eval-
uated classifiers. MLP, PA, and SVM classifiers achieved the
highest accuracy score of 94% when using the TF-IDF feature
extraction method. Furthermore, the PA classifier achieved
the best macro F1-score of 89%, closely followed by the
MLP, SVM, and LR classifiers. This could be attributed to
the fact that the dataset contains domain-specific terms and
abbreviations that are less frequent in general language usage.
Furthermore, our documents have a more limited vocabulary,
with a greater emphasis on specialized terms and jargon,
causing TF-IDF to perform better as it assigns more weight
to the terms that are specific to a certain domain.

In conclusion, the TF-IDF feature extraction method is the
most effective method, irrespective of the choice of classifier
in this task. However, Word2Vec and GloVe can also be used
as effective alternatives to TF-IDF, particularly when using
MLP and SVM classifiers.

B. Comparison of Classifiers

Based on the Nemenyi post-hoc analysis of the results of all
classifiers when combined with the TF-IDF feature extraction
approach (see figure 2), it can be inferred that PA, LR,
SVM, and MLP achieved significantly higher accuracy scores
than NB. Additionally, NB, k-NN, and RF classifiers did not
show any significant differences in their accuracy scores. The
Nemenyi post-hoc test on F1 scores showed that PA performed
significantly better than NB, but no significant difference was
found between PA, LR, MLP, and SVM in terms of F1-scores.
Moreover, the Nemenyi post-hoc test on AUC-ROC scores
revealed that SVM performed significantly better than NB and
k-NN. At the same time, no significant differences were found
between the SVM, PA, RF, and MLP classifiers.

The results in Table II suggest that the LR and SVM
classifiers exhibit greater consistency across all feature extrac-
tion methods. However, the PA classifier achieves the highest
accuracy and F1-score among all classifiers when trained on
TF-IDF vectors. It is important to note that these findings may
not generalize to all datasets and classification tasks, since the

performance of different classifiers can depend on the unique
characteristics of the data.

C. Potential Applications

Electrolux Professional’s quality field department aims to
consistently improve the quality of their machines by monitor-
ing the KPI Service Call Rate (SCR). This study contributes
to more accurate SCR calculations by identifying legitimate
quality issues in service jobs, resulting in time and resource
savings, as well as ensuring consistency and accuracy in the
classification process

D. Limitations

During our experiments, we discovered several limitations
that hinder the learning process of a machine learning model.
Firstly, we observed inconsistencies in the labeling of service
jobs, which could be attributed to the manual reading and
labeling of the dataset by different quality team members. Sec-
ondly, customer complaints do not always provide sufficient
information to accurately diagnose the machine issue. Further-
more, some technicians provide an insufficient job description,
leading to a very short text and a lack of understanding of the
problem’s nature.

Another significant limitation that we encountered is the
insufficient number of labeled data to train the model. The
dataset has a skewed distribution, with the minority class
divided into several subgroups, making it challenging to ac-
curately classify. However, this limitation can be overcome
by generating model predictions and manually reviewing in-
stances with low confidence in the predictions. In summary,
our experiments revealed that inconsistent labeling, insufficient
information in customer complaints and technician descrip-
tions, and a scarcity of labeled data are the primary factors
that need to be addressed to improve the model’s performance.

In addition to the techniques explored in this research,
another potential solution for this problem could be found in
transfer learning. Transfer learning involves training a model
on a large, general dataset and then fine-tuning it on a smaller,
more specific dataset. This approach is useful in real-world
scenarios where we have limited labeled data, as it allows
the model to leverage knowledge learned from a larger, more
diverse dataset.

VII. CONCLUSION

The study aimed to automate the classification of technical
service repair job data into legitimate quality issues or non-
issues. In this concluding section, we present a comprehensive
analysis of the answers to the research questions detailed in
Section I.

To effectively address the challenges associated with the
dataset, we proposed and implemented a comprehensive pre-
processing protocol. One of the challenges was the predom-
inance of very brief, multilingual, and domain-specific text
data. To address this, we manually created a dictionary of
technical terms and jargon used in the technicians’ reports.
We then used the Google Translation API in our preprocessing



pipeline to translate the data into English. In addition, to tackle
the imbalanced class distribution problem, we implemented
a data augmentation technique that randomly replaced some
terms in a document with their synonyms at a certain probabil-
ity to make the minority class comparable to the majority class.
This preprocessing protocol has been effective in improving
the overall accuracy of the classifiers.

We evaluated several feature extraction methods, including
TF-IDF, Word2Vec, Doc2Vev, and GloVe, and found that TF-
IDF outperformed the other methods for this classification task
across all evaluated classifiers. TF-IDF’s superior performance
can be attributed to its ability to weigh technical terms
and jargon effectively in domain-specific text. However, it is
important to note that TF-IDF cannot capture the syntactic and
semantic relationships between words and may suffer from
sparsity when dealing with very short text documents.

We used seven machine learning algorithms in our study
and found that the passive-aggressive classifier achieved the
highest accuracy of 94% and an F1-score of 89% when
trained on TF-IDF vectors. Therefore, we incorporated the
PA classifier into our proposed framework, knowing that it
can quickly adapt to rapid changes in the data and learns
incrementally. However, PA assumes that classes are linearly
separable and may not perform as well when dealing with
complex data relationships.

In conclusion, the ML-based solution proposed in this study
can effectively automate the classification of technical service
job data, improve the efficiency of the quality field department,
and save time. The techniques used in this approach can be
extended to similar problems in other industries. Future work
will focus on developing a solution for technicians and the
customer care department to identify possible problem reso-
lutions before visiting the site using only customer complaint
data and historical records.
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