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Abstract—Generating long-sequenced longitudinal healthcare records is critical as it has numerous potential applications. Long-sequenced longitudinal data allow us to better understand and find patterns from the data. However, privacy concerns make it challenging to share the data, and real-world data is not bias-free. Generative Adversarial Networks (GAN) have been used to synthesize healthcare records, but the high dimensionality of these data makes them challenging to generate. From these motivations, we are working on a diffusion-based model that is capable of generating long-sequenced, fair, and private healthcare records.

I. INTRODUCTION

Generating healthcare data is essential due to its potential applications. For better healthcare diagnosis, research into various diseases, and the development of artificial intelligence-based models to aid automatic analysis, vast amounts of real-world data are needed. Unfortunately, these data might contain sensitive patient or test subjects’ information. This makes it challenging to use the original data. Even if the data is de-identified, a data breach is possible.

To mitigate this issue, synthetic data has been used widely \textsuperscript{1}, \textsuperscript{2}, \textsuperscript{3}. Researchers train a generative model to generate synthetic data statistically similar to the original data, which should serve its purposes. These generative models may, however, retain training data and leak it.

Differential privacy \textsuperscript{4} is a technique that mathematically guarantees the privacy protection of sensitive data. It protects the data from privacy attacks such as linkage and reconstruction attacks. So, researchers have used a combination of generative models with differential privacy to generate private synthetic data that protect and overcome the data remembering problem of generative models \textsuperscript{5}.

Healthcare longitudinal records refer to the data collected over time, such as laboratory test results, medication history, blood pressure, etc. Researchers use these longitudinal data to find patterns and make decisions. Longer sequence lengths of data can capture more information about the context of the data.

Again, real-world datasets are biased regarding key demographic factors like race and gender. This kind of bias can be difficult to correct due to the lack of representation of certain groups in the data. Furthermore, these can lead to inaccurate results and conclusions that are not representative of the full population \textsuperscript{6}, \textsuperscript{7}, \textsuperscript{8}, \textsuperscript{9}.

So, it is essential to have a generative model capable of generating long-sequenced private and bias-free or fair data.
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II. APPROACH

This project is part of an ongoing PhD study. In the PhD study, we aim to propose methods for generating high-quality and long-sequenced time series data and maintaining privacy and fairness in the model. Also, we aim to propose methods to evaluate the quality of synthetic long-sequence time-series data. So, we are trying to address the following research questions:

1) How to generate long-sequenced time series data?
2) How to make the data/model privacy-preserved?
3) How to make the data/model fair?
4) How to evaluate the data/model with respect to privacy, fairness and fidelity?

We already worked with research problems 1 and 4 (partially). We proposed two frameworks based on Generative Adversarial Networks (GAN) and the Diffusion model. We did extensive experiments on both simulated and real-world data. Both of our frameworks could generate high-quality, long-sequenced time series data. Additionally, we proposed two metrics for evaluating the predictiveness and distinguishability of the synthetic data. This project aims to work with research problems 2 and 3.

Generating longitudinal healthcare records poses a unique challenge as the data itself is high-dimensional, and the feature values change over time. Convolutional Neural Networks or Recurrent Neural Network-based Generative Adversarial Networks (GANs), Variational Autoencoders have been used \textsuperscript{1}, \textsuperscript{2}, \textsuperscript{3}, \textsuperscript{5}, \textsuperscript{10}, \textsuperscript{11} to synthesize healthcare data. On top of GAN, differential privacy has been used to address the privacy issue in synthetic data \textsuperscript{5}, \textsuperscript{12}. However, GANs are difficult to train and often suffer from mode collapse. CNN and RNN-based architecture are unsuitable for generating long-sequence data of their limitations in architecture \textsuperscript{13}, \textsuperscript{14}.

One approach to mitigate this problem is using diffusion-based generative models \textsuperscript{15}, \textsuperscript{16}, and transformers-based architecture \textsuperscript{17} in the diffusion process. Diffusion-based models learn the data’s semantic nature, which is why they can overcome the mode-collapse problem. Also, the attention mechanism in the transformers architecture allows us to capture long-term dependencies. To address the privacy issue, we are training the generative model in a DP-SGD manner \textsuperscript{12}. To address the fairness issue, we are proposing a fairness penalty and adding it to the diffusion training process. Experiments are underway.

For this study, we use MIMIC-III \textsuperscript{18} and MIMIC-IV \textsuperscript{19} datasets and use Gender as the sensitive attribute.
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