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Abstract— Matrix multiplication is a fundamental operation
of linear algebra, with applications ranging from quantum
physics to artificial intelligence. Given its importance, enormous
resources have been invested in the search for faster matrix
multiplication algorithms. Recently, this search has been cast
as a single-player game. By learning how to play this game
efficiently, the newly-introduced AlphaTensor reinforcement
learning agent discovers many new faster algorithms. In this
paper, we show that finding matrix multiplication algorithms
can also be cast as a classical planning problem. Based on
this observation, we introduce a challenging benchmark suite
for classical planning and evaluate state-of-the-art planning
techniques on it. We analyze the strengths and limitations of
different planning approaches in this domain and show that we
can use classical planning to find lower bounds and concrete
algorithms for matrix multiplication.

I. INTRODUCTION

In the age of big data and deep learning the demand for
efficient computation is higher than ever. One particularly
important operation that is crucial for many applications
is the multiplication of matrices. Many fields in indus-
try and research depend on matrix multiplication, ranging
from weather simulations, via quantum physics, to computer
graphics and machine learning. Given the ubiquity of matrix
multiplication (MM), great effort has been spent on deriving
more efficient algorithms [1], [2], [3], [4], [5]. In this
context, more efficient means that an algorithm uses fewer
multiplications, which are the critical operations. Even a
minor reduction of these operations for the multiplication of
small matrices will result in huge savings of compute time
and energy. This is because (1) the multiplication of large
matrices can be composed of algorithms for smaller ones,
and (2) given the sheer number of multiplications needed
for example to train a neural network, boosting this basic
operation can tremendously speed up the overall process.

Finding more efficient MM algorithms is extremely chal-
lenging, since minimizing the number of multiplications
is an NP-complete problem [6]. Recently, [5] presented a
novel approach to MM algorithm discovery based on casting
the problem as a single-player game. The action space of
this game is vast, with over 227 actions for two 3 × 3
matrices, which is orders of magnitude larger than that
of the game Go with hundreds of actions. By training a
reinforcement learning agent, AlphaTensor, they established
faster algorithms for several matrix sizes.

In this work, we propose to model the search for MM
algorithms as a classical planning problem. Similarly to
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Fig. 1. Initial tensor T2,2,2 of a matrix multiplication task C = AB of
two 2 × 2 matrices. The highlighted cells indicate which entries to read
from the input matrices A and B and where to write the result into the C
matrix. For example, c11 = a11b11 + a12b21.

previous work on MM discovery [7], [5], we restrict the
solution space to MM over modular arithmetic in Z2, so
shorter algorithms could possibly exist for Z that cannot be
discovered using our encoding. We show the correctness of
our model and evaluate a variety of planning techniques on
the MM discovery problem. In contrast to [5], today’s off-
the-shelf planners fail to uncover novel algorithms (with a
tiny fraction of [5]’s compute power). However, already with
the current (non-tailored) state of the art in planning, we can
derive non-trivial lower bounds and find MM algorithms that
are structurally different from the textbook algorithm.

For full details, we refer to our main paper [8].

II. MATRIX MULTIPLICATION AS CLASSICAL PLANNING

Similar to [5], the underlying idea of our encoding is that
a state represents a tensor Tm,n,p and actions describe how to
update that tensor by selecting the bits that are swapped. We
can then specify a planning problem Πm,n,p that describes
the search for MM algorithms of two matrices with sizes m×
n and n×p, respectively. Such a problem can be described by
a tensor Tm,n,p with |Tm,n,p| = m2 ·n2 ·p2 entries. Hence, we
use |Tm,n,p| propositional state variables V in the planning
model to represent every possible assignment of zeros and
ones to the tensor. The initial state describes which entries
to read from the input matrices and where to write the result
(cf. Fig. 1). This is specified by true state variables. In the
unique goal state, all variables are false, which means that
exactly the required calculations have been performed. To
encode the algorithm steps, we define an operator o for each
possible choice of the three vectors u = u(o), v = v(o), and
w = w(o), of which Tm,n,p is composed. The sizes of u, v,
and w are m·n, n·p, and m·p respectively, which is reflected
in the number of operators. The operators update the current
state s, i.e., the tensor Ts, in such a way that the successor
state s′ represents the tensor Ts′ = Ts−u(o)⊗v(o)⊗w(o).



U =


1 0 1 0 1 1 0
0 0 0 0 1 0 1
0 1 0 0 0 1 0
1 1 0 1 0 0 1



V =


1 1 0 1 0 1 0
0 0 1 0 0 1 0
0 0 0 1 0 0 1
1 0 1 0 1 0 1



W =


1 0 0 1 1 0 1
0 0 1 0 1 0 0
0 1 0 1 0 0 0
1 1 1 0 0 1 0



m1 = (a11 + a22) (b11 + b22)

m2 = (a21 + a22)b11

m3 = a11(b12 + b22)

m4 = a22(b21 + b11)

m5 = (a11 + a12)b22

m6 = (a21 + a11)(b11 + b12)

m7 = (a12 + a22)(b21 + b22)

c11 = m1 +m4 +m5 +m7

c12 = m3 +m5

c21 = m2 +m4

c22 = m1 +m2 +m3 +m6

Fig. 2. Decomposition (left) for a matrix multiplication problem T2,2,2 of
two 2× 2 matrices and the corresponding Z2-Strassen algorithm (right).

Consider the MM task T2,2,2. The planning problem Π2,2,2

modeling this task has 64 binary variables, where the initial
state represents the tensor shown in Figure 1. A possible plan
π = ⟨o1, . . . , o7⟩ for Π2,2,2 is represented by the matrices of
Figure 2 (left). Each operator oi corresponds to the vectors
u = u(o), v = v(o), and w = w(o) of the i-th column of
the matrix U, V, and W. The shown plan is optimal and
describes Strassen’s algorithm, illustrated in Figure 2 (right).

Similar to the TensorGame described by [5], which ex-
presses a reinforcement learning problem, the planning prob-
lem models the decomposition of a tensor in a sequential
manner. Every solution to one of our planning problems
describes a concrete matrix multiplication algorithm.

III. EXPERIMENTS

We evaluated a variety of planning approaches on the MM
benchmark suite to investigate which techniques perform
well on the challenging problem of finding algorithms for
MM. This includes the dual best-first width search planner
(Dual-BFWS) from the International Planning Competition
2018 [9], the lifted SAT-based planner LiSAT [10], the
symbolic search planner Symk [11], and the heuristic search
planner Scorpion [12]. For each MM planning task, we ran
the considered planning algorithms on a single CPU core
with a time limit of 10 hours and a memory limit of 80 GB.
All our source code and data are available online [13].

The results for different matrix sizes are shown in Figure 3.
We distinguish between satisficing planners (which find any
solution) and optimal planners (which guarantee shortest
plans). The satisficing planners are capable of finding MM
algorithms up to size Π3,3,3, but none that is shorter than
the textbook algorithm. The optimal planners can prove non-
trivial lower bounds for many instances. Most remarkably is
the symbolic search planner Symk, which proves that indeed
no algorithm exists for Π2,2,2 that is better than Strassen’s.

IV. CONCLUSIONS

We showed that finding algorithms for matrix multiplica-
tion can be modeled as a classical planning problem in a
sound and complete way. Our results show that we can use
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2 1 2 ∗4 ∗4 ∗4 ∗9 ∗4 ∗4 ∗4 ∗4 4 4
1 2 3 ∗6 ∗6 ∗6 ∗6 4 ∗6 1 ∗6 6 6
1 3 2 ∗6 ∗6 ∗6 ∗8 4 ∗6 1 ∗6 6 6
2 1 3 ∗6 ∗6 ∗6 ∗6 4 ∗6 1 ∗6 6 6
2 2 2 ∗8 ∗8 ∗8 − 3 5 1 7 7 8
1 3 3 ∗9 ∗9 ∗9 − 3 4 1 7 7/9 9
3 1 3 ∗9 ∗9 ∗9 − 3 4 1 7 7/9 9
2 2 3 ∗12 ∗12 ∗12 − 3 3 1 3 7/11 12
2 3 2 ∗12 ∗12 ∗12 − 3 4 1 3 7/11 12
2 3 3 − ∗18 ∗18 − 2 2 − 3 7/15 18
3 2 3 − ∗18 ∗18 − 2 2 − 3 7/15 18
3 3 3 − − ∗27 − 2 − − − 19/23 27

Fig. 3. Solution lengths of MM tasks found by various planning algorithms.
Entries with asterisks indicate the length of a found plan describing an
algorithm, all other entries show proved lower bounds. With "–" we indicate
that no solution or lower bound could be found. The two right columns serve
as a reference for the rank of the decomposition problem with the lower
and upper bounds, and the Textbook algorithm.

planning to find concrete algorithms and prove non-trivial
bounds. This is remarkable considering the small resources
of ten hours we used, compared to several years of CPU
and GPU time of other works [4], [5]. We believe that this
work lays a new foundation for research in this domain and
hope that it will encourage researchers from the planning
community to join us in this quest.
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